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Abstract—The image quality depends on level of intensities used 

in images. Image is consists of various types of objects. Objects in 

the images are distinguishable because of various intensity levels 

used. The concentration of intensity levels so called energy can be 

extracted from image using discrete cosine transform (DCT). In 

this paper we apply DCT 8x8 block coefficients separately on 

three different color planes of three different color models 

namely RGB, HSV and YCbCr. The different elements of ten 

DCT coefficient matrices are used to form feature vectors. The 

different feature vectors are formed using these ten elements. 

These feature vectors are used to index all images in the 

database. The system was tested with Coral Image database 

containing 1000 natural images having 10 different classes of 

images. The image retrieval using these indices is giving 

comparatively better results. 

Keywords-color model; discrete cosine transform; image indexing; 

image retrieval; 

I.  INTRODUCTION 

With the explosive growth of the need of the information, 
the large amount of storage, manipulation and transmission of 
data also needs to be kept indexed. 

Content Based Image Retrieval (CBIR) is a technique 
which uses visual contents in an image to retrieve images. The 
visual contents are called features. These features are used to 
search images from large scale image databases according to 
users’ requests in the form of a query image [1], [8], [9]. 

The system is tested with Coral Image database used in [8] 
containing 1000 natural images having 10 classes of images. 
These images have also been used in SIMPLIcity [7], 
Columbia VisualSEEK and WebSEEK [16], and Stanford 
WBIIS [16].  

A. Related Work and Systems 

In the commercial domain, IBM QBIC [19] is one of the 
earliest systems. Recently, additional systems have been 
developed at IBM T.J. Watson [20], VIRAGE [21], NEC 
AMORA [22], Bell Laboratory [23], and Interpix. In the 
academic domain, MIT Photobook [24], [25 [26] is one of the 
earliest. Berkeley Blobworld [27], Columbia VisualSEEK and 
WebSEEK [16], CMU Informedia [28], UCSB NeTra [29], 
UCSD [30], University of Maryland [31], Stanford EMD [32], 
and Stanford WBIIS [16] are some of the recent systems. For 

example, [2] describes a method for image retrieval purely 
based on color and texture. 

Ngo et al. developed an image indexing algorithm via 
reorganization of DCT coef-ficients in Mandala domain, and 
representation of color, shape and texture features in 
compressed domain [13]. Feng et al. proposed an indexing 
approach by direct extrac-tion of statistic parameters in DCT 
domain to combine the nature of texture and shape into an 
integrated feature [14]. Ladert and Guerin-Dugue proposed an 
algorithm for extracting the global distribution of local 
dominant orientation from DCT domain [15]. 

B. Contribution and Paper Organization 

The major contribution of this paper is not only to suggest 
feature extraction method to index images for faster and 
efficient digital image retrieval but also propose a clearly 
designed architecture that can be used for image classification. 

The paper is organized as follows. In the following Section 
II the three color spaces and there conversion from one space to 
another is presented. The very next Section III explains the 
proposed CBIR model for image indexing and retrieval. The 
experimental results are discussed in Section IV. The summary 
and conclusion of the paper is presented in Section V. The 
future scope is suggested in Section VI. 

II. COLOR MODEL 

Color is perhaps the most expressive of all the visual 

features and has been extensively studied in the image 

retrieval research during the last decade. 

A. RGB Color Model  

The quantity of light is generated by the pixel results from 
the sum of Red, Green and Blue that are stated by the 
computer. The color model is shown in Fig. 1. 

 

 

 

 

 

 
Figure 1.   RGB Color Space 
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B. HSV Color Model 

       Let r, g, b [0, 1] be the red, green, and blue coordinates, 

respectively, of a color in RGB space. Let max be the greatest 

of r, g, and b, and min the least. To find the hue angle h [0, 

360] for either HSI or HSV space, compute: 
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      HSI and HSV have the same definition of hue, but the 

other components differ. The values for s and v of an HSV 

color are defined as follows: 
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The HSV color space [2] is a popular choice for 
manipulating color. The HSV color space is developed to 
provide an intuitive representation of color and to approximate 
the way in which humans perceive and manipulate color. RGB 
to HSV is a nonlinear, but reversible, transformation. The hue 
(H) represents the dominant spectral component—color in its 
pure form, as in green, red, or yellow. 

C. YCbCr Color Model  

RGB to YCbCr [2] conversion is the most commonly used 
color coordinate system for the compression of image and 
video signals. Y is the luminance component and Cb and Cr are 
the chrominance components. The primary red, green, blue 
inputs (R, G, and B) can be converted as follows: 

BGRCr

BGRCb

BGRY

*081.0*419.0*500.0

*500.0*331.0*169.0

*114.0*587.0*299.0




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           (3) 

III. PROPOSED CBIR 

In this paper, we discuss the design and implementation 
concept of multi color spaces used in our CBIR system for 
picture libraries. An experimental system, the SUCCE-SeR 
(Simple and Useful Multi Color Concepts for Effective Search 
and Retrieval) system, has been developed to validate the 
methods. 

A. System Architecture 

The generalized architecture of the SUCCESeR retrieval 
system is presented in Fig. 2. Consider s number of color space 
with p number of color planes in each color space. In each 
color plane nxn square sub blocks are constructed. There are b 
sub blocks in each p plane. On every b sub blocks the selected 
energy compaction transform is applied.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
The e number of elements in each b sub block is considered 

to form feature vector. So, the feature vector can be form by 
selecting e elements from each b sub blocks of each p plane in 
every s space. The different set of e elements is formed to test 
the retrieval results. The interface program helps to select 
different elements for each color space to check the retrieval 
results. For different color space the procedure remains the 
same. The procedure is presented in Fig. 3.  

For a given color space, the feature vector V1 can be 
formed by in manner given in Fig. 3. 

 
 

Figure 2.   The architecture of feature indexing process 
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Figure 3.   The plane-wise architecture of feature indexing process 
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B. Feature Extraction and Indexing 

      To be precise the different color models used for 

extracting features in SUCCESeR system are RGB, HSV and 

YCbCr. As we know there are three color planes in each color 

space. Energy in image is due to color component. The energy 

of the image is extracted using discrete cosine transform 

(DCT).  Discrete cosine transform is applied on each 8x8 sub 

blocks of each color plane in each color space of every image 

in the database. The maximum energy of the image is 

concentrated in DC component of DCT and it reduces as we 

move down diagonally in each sub block. 

The 10 compiled elements shown in Fig. 4 from each 8x8 
DCT coefficients for each color plane are used in the process of 
forming feature vectors. Two feature vectors are used to for 
image indexing. The first feature vector is formed by selecting 
only one element i.e. first element in each color plane; the 
second feature vector is formed by selecting first four elements 
of each color plane, and so on. This is shown in Fig. 5. To 
understand better the above concept is put in another form 
which is given in Fig. 6. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

  

 

 

 

C. Equations 

       The chi-square distance measure [17] between features of 

query object and database object is used in [18] to match and 

display images. It is given in (4). 

 

   
   

 















12

1

2

i iFtiFq

iFtiFq
itydissimilar   (4) 

 

The dissimilarities are sorted in descending order. Lower 
the dissimilarity closest the match. The closest matched images 
are our candidate images and they are displayed using proposed 
SUCCESeR System interface. 

IV. RESULT AND ANALYSIS 

In this paper, the implemented CBIR system using different 
color models can be deployed to retrieve images in picture 
libraries. 

A. Image Database 

The SUCCESeR system results were compared with the 
existing SIMPLIcity system results given in [7] which was 
already evaluated and compared with WBIIS [16] based on a 
same subset of the COREL database, formed by 10 image 
categories shown in Table I (a), each containing 100 pictures 
used in [7] and [16]. Within this database, it is known whether 
any two images are of the same category. 

The SUCCESeR system was also evaluated based on a 
subset of the COREL database, formed by 10 image categories 
shown in Table I (b), each containing 100 pictures. In 
particular, a retrieved image is considered a match if and only 
if it is in the same category as the query. This assumption is 
reasonable since the 10 categories were chosen so that each 
depicts a distinct semantic topic. 
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Figure  5.   Description of elements in a vector  
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Figure 4.   The 10 elements in of a 8x8 DCT coefficient 
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B. Evaluation of the System 

To provide numerical results, we tested 30 sample images 
chosen randomly from ten categories, each containing three of 
the images. A retrieved image is considered a match if it 
belongs to the same category of the query image. The 
categories of images tested are listed in Table I. Most 
categories simply include images containing the specified 
objects. The precision is calculated using (5). 

retrieved documents ofnumber  Total

retrieved documentsrelevant  ofNumber 
Precision           (5) 

C. Performance of SUCCESeR versus Simplicity 

For each of the ten image categories shown in Table I (a), 
the average precision performance comparison of our 
SUCCESeR system (using feature vector V111) with existing 
SIMPLIcity [7] system based on the three sample images are 
plotted in Fig. 7. 

 

 

 

 

 

 

 

 

      F 

For each of the ten image categories shown in Table I (a), 
the average precision comparison based on the three sample 
images using feature vectors V112 and V122 are also plotted in 
Fig. 8 and Fig. 9 respectively. 

D. Performance of SUCCESeR 

The retrieval results with different set of image categories 
in a given database are also comparable with existing  

SIMPLIcity [7] and WBIIS [16] systems.  

 

 

 

 

 

 

 

 

 

 

 

 

Beside the performance comparison of our SUCCESeR 
system (using feature vectors V111, V112 and V122) for each 
of the ten image categories shown in Table I (a), the average 
precision based on the three sample images using SUCCESeR 
feature vectors V111, V112, and V122 for each of the ten 

Table I.     COREL Categories of Images Tested 

 

ID Category Name  ID Category Name 

1 Africa people and villages  1 Butterfly  

2 Beach  2 Beach 

3 Landscape with buildings  3 Landscape with buildings 

4 Buses  4 Buses 

5 Dinosaurs  5 Dinosaurs 

6 Elephants  6 Elephants 

7 Flowers  7 Flowers 

8 Horses  8 Horses 

9 Mountains and glaciers  9 Mountains and glaciers 

10 Food  10 Food 

     

 (a)   (b) 

 

 
Figure 7.    The average precision using vector V111 

SUCCESeR versus SIMPLIcity
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Figure 9.    The average precision using vector V122 

SUCCESeR  versus SIMPLIcity
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Table II.    COREL Categories of Images Tested 
 

Class 

ID 

Average Precision Using 

Feature Vector 

V111 

Feature Vector 

V112 

Feature Vector 

V122 

1 0.59 0.59 0.25 

2 0.53 0.55 0.56 

3 0.23 0.21 0.25 

4 0.32 0.31 0.35 

5 0.98 0.98 0.98 

6 0.49 0.48 0.58 

7 0.60 0.59 0.74 

8 0.65 0.63 0.72 

9 0.46 0.49 0.50 

10 0.29 0.27 0.32 

Average 0.514 0.510 0.526 

 

 
Figure 8.    The average precision using vector V112 

SUCCESeR  versus SIMPLIcity
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image categories shown in Table I (b) were also measured and 
it is given in Table II. 

The performance in terms of the average precision using 
graph is also shown in Fig. 10, Fig 11 and Fig. 12 for each of 
the ten image categories shown in Table I (b) based on the 
three sample images using SUCCESeR feature vectors V111, 
V112, and V122. 

Figure 10.    The average precision using vector V111 

Figure 11.    The average precision using vector V121 

 

Figure 12.    The average precision using vector V122 

 

E. Performance of SUCCESeR in terms of Speed 

The algorithm has been implemented on a Pentium IV 
2.4GHz PC using the Win-dows XP operating system. To 
compute the feature vectors for the 1000 color images of size 
384 x 256 resized to 80 x 80 to increase speed in our general-
purpose image database requires approximately 294.598 
seconds for indexing images. The indexing using feature vector 
V111 takes less time as compared to feature vector V122. 

The matching speed is very fast. When the query image is 
given form the database, it takes about 2.5:2.9 seconds of CPU 
time on average to extract and display all the 20 images in the 
indexed 1000-image database using the similarity measure 
given in (5). 

F. Retrieval Results 

The query image is the image at the upper-left corner. The 
numbers below the images are the ID numbers of the images in 
the database. The other numbers next to image ID are the 
values of the similarity measure given in (5) between the query 
image and the matched image. 

 (a)       

 

(b) 

      

   (c)        

 

(d) 
 

Figure 13.    Retrieval Results using feature vector V111 (a) Butterfly (b) 

Dinosaurs (c) Flowers and (d) Horses. 
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program interfaces are shown in Fig. 13. The results using 
feature vector V122 using our SUCCESeR program interfaces 
are shown in Fig. 14. 

 (a)       

 

(b) 
 

(c)       

 

(d) 

 

Figure 14.    Retrieval Results using feature vector V122 (a) Butterfly (b) 

Dinosaurs (c) Flowers and (d) Horses. 

V. SUMMARY AND CONCLUSION 

The SUCCESeR system gives average precision 1 within 
first 10 retrieved images with butterfly, beach, dinosaurs, 
flowers, and food image categories. The average precision 
within first 20 retrieved images with butterfly, beach, 
dinosaurs, flowers, and food image categories also tends to 1. 
The indexing using feature vector V111 takes less time as 
compared to feature vector V122. 

VI. FUTURE SCOPE 

One possible solution to improve the results could be of 
considering the combination of other color models. Again this 
may take more time for indexing images. Also the results can 
be improved by including more elements in a new feature 
vectors than the elements in feature vector V122. Again this 

may take more time for indexing images and retrieval. Here, 
the elements in feature vector V111 and feature vector V122 
are 9 and 15 respectively. 
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